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Executive Summary

This report summarises the key findings of a multidisciplinary literature review conducted by the Democracy@Risk Project at the University of Manchester in 2020. Drawing on existing research and scholarship, it sheds further light on digital political micro-targeting and online misinformation as two potential sources of harm for democracy in the digital age, and assesses the challenges relating to digital information literacy as one of the most frequently-proposed solutions to the problems generated by these phenomena.

Digital Political Micro-Targeting

- Digital political micro-targeting suffers from severe gaps in oversight as a result of outdated electoral legislation and ambiguities in data protection regulation, lack of industry standards for record-keeping and reporting, use of opaque machine-learning technologies, and poor controls available to individual users.

- This practice also incentivises and facilitates problematic political behaviour, including political redlining, voter suppression, fragmentation of policy promises and emphasis of wedge issues.

- The above problems generate considerable risks for democracy, which include the reduction of accountability, lower levels of participation, distorted representation, and erosion of public trust in democratic institutions and political actors.

Online Misinformation

- Online misinformation can be understood as a complex eco-system comprising a wide range of actors, motivations, outlets for publication, and pathways for spreading problematic content

- Misinformation affects political behaviour by reinforcing political beliefs, eroding trust, encouraging political apathy, and increasing polarisation.

- These effects carry negative implications for democracy, threatening to entrench harmful political attitudes, erode faith in political actors and institutions, weaken the impact of government guidance, reduce political participation, inhibit the formation of collective will and undermine the legitimacy of democratic decisions. Given the effects of online misinformation and widespread foreign involvement, this phenomenon also risks undermining democratic sovereignty through the unjustified inclusion of foreign actors in public deliberation.

- The harmful effects of misinformation are difficult to correct after exposure, making preventative measures that focus on reducing systemic and individual vulnerabilities a priority.

Digital Information Literacy

- Digital information literacy (DIL) is a promising pathway for empowering citizens and cultivating mass-level resilience to misinformation and harmful online practices - however, the slow pace of change and the scale of cognitive demands placed on citizens means that it should be treated as only one part of a broader, multi-layered and multi-actor strategy for tackling online harms.

- Efforts to improve DIL through school education in the UK face numerous challenges, the first of which is the absence of a national strategic framework for defining and measuring DIL. This results in confusion and impedes the development of priorities for action in this area.
- DIL-related skills and knowledge are **dispersed, disconnected** and rarely applied to the modern digital world under the current curriculum. The burden of realising the civic importance of DIL, making DIL-related connections across subjects, understanding how these apply to the digital information landscape, and subsequently practising this, lies almost entirely on students.

- There exist no systemic DIL-related training, standards and support for teachers, meaning that current provisions of DIL in schools are the province of individual teachers who recognise the importance of DIL education independent of curricular standards. As such, DIL provisions are likely to vary both within and between schools, and many teachers are likely to be under-prepared for future education reform on this front.

**Key Recommendations**

**Tackling the risks from micro-targeting requires:**

- **Improving oversight** through updating electoral legislation, introducing ad library standards, auditing machine-learning processes and restricting the pace and volume of communication to match the capacity of regulatory bodies.

- Considering how **incentives** for problematic action can be **altered** through stricter penalties and actions that introduce an element of broadcasting to micro-targeting — for example, by restricting political targeting to posts that have been published and archived on the official social media pages of political parties and candidates.

- **Empowering citizens** through more easily-accessible and thorough user controls relating to data use and targeting preferences, as well as digital information literacy efforts.

**Combatting the risks from online misinformation requires:**

- **Collaboration and sharing of responsibility** between government regulators, tech companies, media and influential public figures.

- Focusing on **preventative**, rather than corrective measures - including the collaborative delivery of ‘inoculating’ messages during critical periods.

- **Helping individuals to make the right choices** in the modern digital information landscape through the introduction of helpful nudges in platform design, mandatory training of political office-holders and mass-scale digital information literacy efforts.

- **Toughening of sanctions** to deter the spread of problematic content by those in positions of public visibility and responsibility.

**Efforts to improve digital information literacy should prioritise:**

- The creation of **common and comprehensive frameworks** for defining and assessing DIL, which can subsequently drive the development of a national evidence base.

- The introduction of DIL as a **core, cross-curricular component** at all levels of school education.

- Ensuring that DIL-related reforms are supported by **holistic transformations in teacher support and training**, as well as the **inclusive engagement** of all stakeholders in curricular reform.
Introduction

The arrival of the internet as a mass medium was initially hailed for its democratising potential. Digital technology became a tool for surmounting the offline realities of authoritarianism - democracy activists possessed a technological edge that could be used to circumvent physical restrictions on political rights and freedoms, avoid authoritarian monitoring, and spread information, techniques and ideas quickly across tightly-controlled geographic borders.

Today, the tables might be turning - digital technology is now thought to be creating new pathways for circumventing protections for political rights and freedoms, avoiding public scrutiny, and facilitating foreign interference. In particular, there are growing concerns that digital technology leaves citizens exposed and vulnerable to problematic political communication that can undermine the citizen consent, support and participation critical for the continued survival and functioning of democracy.

In the wake of the digital surge caused by the COVID-19 pandemic, citizens are spending a record proportion of their day on their digital devices, whilst the level of public dissatisfaction with democracy is at its highest since the mid-1990s. Thus it seems that in this twenty-first century, the demos have never been more online and democracy has never felt more at risk.

The present report seeks to advance our understanding of the challenges that the digital communication of political information poses for democracy and to help identify some priorities for action on this front.

The discussion summarises the major findings from a multidisciplinary literature review and three complementary academic workshops conducted by the Democracy@Risk Project at the University of Manchester in 2020. Specifically, it draws on existing research and debates in scholarship to assess two major sources of potential harm for democracy in the age of digital communication - digital political micro-targeting and online misinformation. In addition, it considers some key challenges relating to digital information literacy, as one of the most popular solutions advocated by observers and researchers.

Our first aim is to encourage deeper reflection about the origins and functioning of digital political micro-targeting and online misinformation, in the hope that improvements in understanding can lead to more comprehensive solutions that tackle some of the root causes, rather than the symptoms, of democratic malaise in the digital age.

Our second aim is to assess the evidence relating to the effects of these two phenomena and draw out some implications for democracy. Whilst there is a growing body of literature focusing on these two areas of potential harm, scholarship remains in its nascent stages, with few clear-cut answers generated in response to common concerns. The rapid pace of technological innovation and the great volume of potentially damaging digital political communication emitted on a daily basis, however, mean that we can scarcely afford to wait. As such, this report aims to piece together emerging insights from a range of disciplines and grey literature and ground them in conventional wisdom established through decades of research in political science and psychology, all with the purpose of generating some priorities for action in defence of democracy.

Finally, the discussion aims to propose some general recommendations for action, as well as to consider in greater detail the priorities for improving the provision of digital information literacy in UK schools, in the wake of growing calls for progress in this area.
Digital Political Micro-Targeting

Digital political micro-targeting is a form of online advertising that uses personal data about individuals to determine whether, what and how political adverts are shown to them on digital platforms such as social media, with the ultimate aim of influencing those individuals’ attitudes and behaviour.

Originating in commercial advertising, this practice is becoming increasingly popular amongst political campaigners because it is thought to enable advertisers to reach key audiences with greater precision and efficiency. Yet there are also growing concerns over what this form of political communication means for electoral integrity, transparency, public discourse and policy.

This part of the report outlines the fundamental features of digital political micro-targeting and discusses the nature of the challenges it poses for democracy, based on our review of the contemporary debates and findings in scholarship.

How does it work?

As we browse and engage with content online, we leave behind a great volume of digital footprints containing potentially powerful insights into our lives.

Such footprints are generated whenever we share our personal information with organisations (for example, by opening an online account) or our online activity is recorded by tracking technologies, such as cookies. This information can be harvested and compiled into detailed personal profiles that list our habits, interests, lifestyle preferences and identity - some declared by us openly, and some assumed about us, based on the things we consume, like or search for online.

Digital political micro-targeting is a political advertising strategy that taps into this wealth of data to create a nuanced online campaign which tries to communicate and emphasise the right messages to the right audience.

As part of this practice, campaigns pay tech companies to feature a short political message to their users. Political adverts can subsequently appear alongside social media posts from our friends and family, as well as search engine results and content on the websites and apps we visit.

In doing so, campaigners are faced with the challenge of compressing complex, multidimensional political promises and arguments into a small advert that must persuade and stand out to individuals as they scroll quickly through content, often on the small screens of their smartphones. To overcome this problem, campaigners adopt a segmented approach to advertising, breaking down the audience and campaign arguments into smaller sub-groups.

Once political advertisers establish which segments of the audience are of key interest to the campaign, they turn to tech companies to find and reach this ideal audience among their users. Adverts might subsequently be targeted at specific individuals known to the campaign, as well as anonymous citizens, whose characteristics match an ideal profile. The personal data compiled by campaigns, third parties and tech companies is of paramount importance at this stage because it is used to determine whether individuals belong in the target group. The level of detail in these harvested profiles means that audience groups can be constructed on the basis of minute and specific criteria, which gives rise to the term ‘micro-targeting’.

Political adverts are subsequently shown only to those in the preferred audience categories. Campaigns can create different adverts for different audience groups on the basis of predictions about what motivates them, and test different versions of the same advert among sub-groups in real-time.

As a result, not every citizen receives adverts from a political campaign under digital political micro-targeting - and of those who do, not everyone necessarily sees the same type or indeed the same version of an advert.
How new is it?

Scholars disagree about whether digital political micro-targeting represents an entirely new phenomenon. Whilst some view this new practice as a product of the digital age, others have noted parallels with more traditional campaigning practices such as door-to-door canvassing, which are also used to connect with specific audiences. With this in mind, digital political micro-targeting emerges as a practice that descends from previous eras in political campaigning but utilises the latest developments in digital technology to enhance earlier capabilities to unprecedented levels. We note five major enhancements mentioned frequently by scholars:

1. More comprehensive voter profiling

Digital technology expands the breadth and depth of information a campaign has about the recipients of its adverts, making it possible to target individuals on the basis of more precise criteria beyond their geographic location or demographic characteristics (such as gender, occupation or religion).

With citizens spending increasing proportions of their daily lives on their digital devices, online activity produces a steady flow of detailed information about user interests, opinions and habits, which can deliver insights into the psychological attributes of voters. Different sets of vast personal data from different organisations are also often combined and matched to compile detailed multi-dimensional profiles on individuals.

2. Increased volume of tailored communication

As with all forms of digital communication, digital political adverts can be delivered in large numbers rapidly. Cheaper costs and huge audiences commanded by tech companies broaden considerably the potential reach of a campaign.

3. Automation of decision-making

Automated decision-making can play a significant role at various stages of digital political micro-targeting. Algorithms can be involved in the collection and processing of personal data, and are capable of making predictions about individual traits (such as personality) on the basis of user data. Tech companies also typically rely on algorithms for the delivery of targeted advertisements to their users, meaning that decisions over whether and which political adverts are shown to individuals are often the outcomes of machine-learning.

4. Monitoring campaign effectiveness in real-time

In the past, political organisations relied on surveys, dial tests and focus groups to test the effectiveness of political messages across audiences. Digital political micro-targeting expands further the opportunities for monitoring audience reactions. In addition to the analytical insights offered by tech companies, campaigns can use testing tools such as A/B testing, which presents variations of the same message to two groups in order to identify the most effective content. This data can be analysed in real-time.

5. More rapid adjustments to messages

Compared with more traditional forms of advertising, which cannot be withdrawn (as with postal communication) or can take a long time to update because they are dependent on the publication and broadcasting schedules of traditional media, digital political advertising is more flexible. The relatively small size of a digital advert and its limited content capacity means that new adverts can be created quickly. Adverts can also be approved by tech companies and begin reaching the desired audience within a matter of hours, if not minutes. Meanwhile, in response to real-time data about the effectiveness of different adverts, campaigns can cancel less effective versions quickly.

These enhancements should not be viewed in isolation from one another.

Traditional forms of political communication can deliver some of the above elements but only partially and separately. The biggest novelty of digital political micro-targeting therefore lies in its cumulative capabilities - the potential for utilising all five of the above enhancements at the same time.
Common concerns

Common concerns about digital political micro-targeting can be divided into three broad types:

1. Persuasive capabilities: Can digital micro-targeting ‘steal’ elections through subliminal persuasion?

In the wake of the Cambridge Analytica scandal, concerns have been raised over whether political campaigns are becoming too ‘scientific’, with sensitive personal data leaving voters vulnerable to ‘subconscious’ forms of influence and manipulation. In particular, many question whether ‘psychographic’ targeting could be used to tap into hitherto-unavailable forms of subliminal influence, manipulate voter opinions and subsequently ‘steal’ elections.

2. Regulatory: Does digital political micro-targeting receive adequate oversight?

The second set of concerns questions whether digital political micro-targeting meets existing standards for political advertising which were created for traditional forms of communication, and focuses on the extent to which we are able to monitor this practice and check compliance. Many worry that this practice represents a ‘wild west’ in political advertising that falls short of the established standards for transparency and privacy and facilitates loopholes in electoral regulation.

3. Structural: Does digital micro-targeting entrench problematic patterns in political behaviour?

As digital political micro-targeting becomes more widespread, some scholars and observers are concerned that this could bring about a hyper-segmentation of the electorate that would transform political communication and public discourse, and incentivise political behaviour that could ultimately harm relationships between candidates and voters.

In the next section, we discuss the extent to which these concerns appear to be supported by findings in extant research and identify the resulting implications for democracy. Whist we find concerns over persuasive capabilities to be the least supported by research, regulatory and structural concerns have a stronger evidential basis, with significant challenges for democracy emerging on these fronts.
Evidence and implications for democracy

Can digital micro-targeting ‘steal’ elections through subliminal persuasion?

It is unlikely that elections can be ‘stolen’ through the subtle manipulation of voter opinions via digital political micro-targeting for the following reasons:

1. Micro-targeted political communication carries low persuasive power

Whilst personality has been linked to voter choices, and psychological targeting does appear to have some sway over consumer behaviour, we find little empirical support for the claim that ‘psychographic’ micro-targeting is a powerful method of persuading voters to abandon or alter their pre-existing political beliefs and positions.

Scholars note that voters differ from consumers, and thus tactics which are effective in commercial advertising might not be expected to achieve similar results in the political sphere. Specifically, most scholars agree that political beliefs are ‘sticky’ and resistant to change, making the persuasive effects of political advertising extremely small.

Potential for subliminal manipulation is further limited by the fact that political messages delivered through digital micro-targeting are typically labelled and therefore recognised by voters as a form of advertising. This recognition is likely to reduce the persuasiveness of political communication since voters have been found to be suspicious of and hostile towards messages created and sponsored by political organisations, as opposed to messages shared by their peers.

2. Effects of digital micro-targeting are likely to be overestimated by practitioners

Scholars have noted that data consultants and campaign managers have multiple incentives to ‘oversell’ the precision and effectiveness of their tools. The persuasive power of digital political micro-targeting is also likely to be overstated because the performance of an advert is largely measured in terms of online responses (such as clicks, sign-ups, or engagement). The translation of digital political behaviour into real-life behaviour, however, is difficult to measure and remains largely hypothesised.

In particular, researchers continue to disagree over whether online political activity is a stepping stone towards or a substitute for offline political participation, since citizens might overestimate the impact of online activism and stop short of real-life actions, having assumed that they have done their part.

3. Micro-targeting is imprecise and risks backfiring

The effectiveness of micro-targeting techniques depends on the kinds of data available to campaigners and advertisers. This varies according to the types of platforms selected for micro-targeting, as well as the national data protection and regulatory environment. For example, scholars have noted that the stricter regulations and different political traditions mean that, at present, many political parties in Europe cannot campaign like those in the US.

Access to detailed data alone, however, does not guarantee accuracy in micro-targeting. For example, algorithms have been found to skew the distribution of micro-targeted ads in ways that are unintended by advertisers, meaning that audiences can differ greatly from the criteria specified by campaigns.

Such impressions can backfire for candidates. For example, voters have been found to respond negatively to ‘mistargeting’ and punish political actors for receiving information meant for a different category of voter in error.
4. Electoral impact of digital micro-targeting depends on the suitability of the overarching campaign strategy

In order for micro-targeting to serve as a powerful electoral instrument, political actors must first know why, when and how to use it. This requires them to be able to define their strategic goals accurately, devise accurate models of voter behaviour, identify the types of voters to target, and design a set of campaign promises which responds adequately to the needs of the target voter. Yet, political science has long held that political campaigns take place in the context of imperfect and limited information, which means that it is more appropriate to think of these processes as being grounded heavily in the political actors’ perceptions of the political landscape, rather than objective truth. This means that the overall electoral impact of micro-targeting depends on the accuracy of these initial perceptions and models, and the strategic calculations stemming from them.

A complex chain of influence

Overall, our review finds little evidence to suggest that digital micro-targeting is a precise tool with predictable and measurable effects on voter behaviour. Its effectiveness appears to depend on a complex (and poorly understood) set of conditions and vary according to the type of real-life action sought from the recipients.

Figure 2 visualises this complex relationship of factors as a hypothetical ‘chain of influence’, which treats digital micro-targeting as one of many tools that could be used by campaigners to turn strategic goals (stage 1) into reality (stage 8).

Variations at each of these stages will affect the effectiveness of micro-targeting, and with it, the extent to which the use of this tool is decisive in terms of election outcomes. In order to meet such conditions and navigate the complexity of the legal, technological and political systems involved, political parties require extraordinary (and costly) professional expertise that blends together traditional campaign knowledge with data and computer sciences. Small amateur campaigns are therefore unlikely to reach this stage - however, scholars have highlighted a likely deficit in such expertise even amongst the more established experienced political parties.

---

**FIGURE 2**
The chain of influence in digital political micro-targeting

1. **Goals of Political Actors**
   - E.g. fundraise, attract new party members, ensure or increase supporter turnout, secure new votes

2. **Prioritising Voters**
   - Calculating which voters are likely to perform the desired political behaviours and are the most strategically valuable

3. **Adjustment of Campaign Policy Promises**
   - Increasing appeal to those citizens whose action is sought

4. **Micro-targeting: Creating Tailored Content**
   - Designing a message sensitive to the needs of the target group, with tailored language, approach and visual appeal

5. **Micro-targeting: Identifying Target Audience**
   - Use of social media advertising algorithms to identify the recipients

6. **Micro-targeting: Delivering Content**
   - The distribution of the promoted content in user feeds

7. **Digital Behaviour of Citizens**
   - Clicks, email sign-ups, likes, reposts, comments, opinions

8. **Real-life Behaviour of Citizens**
   - E.g. donating, becoming a party member, volunteering, turning out to vote, forming a vote preference

---
Regulators

- UK electoral law last reformed in 2001, before the era of digital campaigning and emergence of social media platforms

- **No explicit requirements** for digital political micro-targeting under EU’s General Data Protection Regulation (GDPR). Ambiguities in wording and derogations enable loopholes

- UK political parties can process personal data on ‘revealing political opinions’ without the need for voter consent, under the Data Protection Act 2018

Citizen-level Oversight

- Fewer than 15% of data transfers to third-parties are disclosed in website privacy policies

- It takes **31 minutes** to read Facebook’s privacy policy

- On average, privacy policies require **university-level** reading skills

- 54% of UK residents aware of digital political micro-targeting in 2019, with 44% aware of the use of ‘dark ads’ in digital micro-targeting (ads seen only by the recipient)

Ad Monitoring

- **No** common standards for ad libraries and definitions of ‘political’ ad

- Age, gender and location are the only audience details shown in Facebook ad library

- Google **under-reported** spending on UK political adverts in 2019, in one case by a factor of 1,000

- 40% of all UK political ads disappeared from the Facebook ad library two days before the 2019 General Election

- Facebook algorithms have been found to **inhibit** a political campaign’s ability to reach voters with diverse views and **skew** audiences in ways that are unintended by and unapparent to advertisers
Does digital political micro-targeting receive adequate oversight?

Digital political micro-targeting is plagued by gaps in oversight and regulation, some examples of which are highlighted in Figure 3. Our review identified the following challenges discussed frequently by researchers:

1. Shortfalls in regulatory provisions
   - UK electoral legislation predates digital political micro-targeting and is out of touch with campaigning in the digital age
   - EU’s GDPR has been in operation for only three years, with the meaning of many rules, ambiguities and contradictions in derogations still to emerge through case law

2. Lack of ad transparency
   - Ad libraries are not standardised across platforms and suffer from technical errors and inaccuracies
   - Ad libraries do not disclose the full set of reasons advertisers specify for targeting or the types and sources of personal data used to enable this

3. Opaque automated decision-making processes
   - Facebook encourages advertisers to ‘embrace a certain agnosticism towards placement, platforms and ... even audience by handing decisions over to machine-learning, yet the functioning of automated decision-making (such as algorithms, which can unintentionally skew the delivery of ads) is neither tested by regulators nor reported in detail

4. Inadequate transparency and agency provided to citizens as users
   - The privacy policies set out by companies are too long, use complex terminology and do not include enough information about how data is shared with third parties, making informed consent unlikely
   - The ICO concluded that Facebook is not sufficiently transparent when it comes to enabling users to understand how and why they might be targeted by a political party or campaign

Democratic Harms

In sum, there emerges a distinct lack of industry-wide standards with respect to record-keeping, transparency and user controls, meaning that at present, digital political micro-targeting is subject primarily to self-regulation by tech companies.

In the context of the huge volumes of digital political adverts distributed (Figure 1) and the widespread use of ‘dark ads’ (which can be seen only by the recipient), these gaps in oversight and control give cause for grave concern.

Specifically, two interlinked harms to democracy emerge as a likely consequence of such gaps in oversight.

Reduction of accountability
The obstacles to oversight and monitoring reduce the opportunity for public scrutiny, since a large proportion of political messages will not be seen by opponents, the media and the broader public. This in turn leaves open the possibility that political ads will contain false claims and contradicting promises that will not be challenged.

The ability to make narrow promises in the private setting of personal user feeds also risks misconstruing the overall political vision proposed by candidates and generating false expectations amongst voters. Without knowing and being able to prove the promises made by candidates, citizens are fundamentally limited in their ability to hold political actors to those promises during their time in office or to punish those actors for breaking promises during the next election - thus undermining the role of elections as an instrument of accountability.

Erosion of trust and democratic legitimacy
Widespread awareness of gaps in oversight risks diminishing public trust in political candidates and might undermine the perceived legitimacy of electoral outcomes. In addition, repeated negative experiences confirming a lack of accountability (as above) risk eroding public faith in democratic institutions.
Does digital micro-targeting entrench problematic patterns in political behaviour?

Digital micro-targeting is at base a tool for identifying an audience and using this insight to enhance the appeal of a political message as it reaches that audience. Its growing popularity therefore means that a greater proportion of political communication is becoming **selective** in terms of its audience and **tailored** in terms of appeal.

This increase in selective and tailored thinking in political campaigning is likely to encourage actions that harm democracy in the long-term, even if this consequence is not intended by the political parties and candidates themselves.

**Consequences of selective communication**

1. **Political redlining**
   Determining that some voters are unlikely to turn out or to affect voting outcomes may lead campaigns to avoid investing time and money into contacting certain categories of voters. By helping campaigns to select and reach their preferred voters, digital micro-targeting therefore also helps them to avoid others.

   The practice therefore enables a form of ‘political redlining’, where assumptions about political opinions of voters restrict the supply of political information to those citizens who are not perceived as pliable enough or valuable to a campaign.\(^{34}\)

   For example, a study of the Republican Party's voter files in Florida and Virginia found that young, less-educated, and lower-income registered voters were classified as unlikely to turn out at higher rates than older voters and those with higher levels of income and education, and were subsequently less likely to be contacted by the campaign.\(^{35}\) Similarly, the Democratic Party's contact records also show that previous campaigns were less likely to contact those voters whose propensity to turn out and support the party was estimated to be low.\(^{36}\)

2. **Voter Suppression**
   Knowledge of individuals’ unfavourable voting intentions can be applied not only passively (to avoid them) but also actively (to target them).

   Whilst micro-targeted political communication is predicted to have very low likelihood of persuading voters to shift their political allegiances, it may nevertheless deliver strategic gains if it is able to turn voters away from participating at election time. Digital political micro-targeting can therefore be used for voter suppression - attempts to discourage individuals from turning out to vote on election day.

   The precedent for this has already been established in recent elections - for example, the Trump campaign acknowledged its use of three voter-suppression campaigns, which sought to discourage the turnout of African-Americans, young women and ‘idealistic white liberals’ by targeting those voters with messages highlighting Hillary Clinton’s comments about African-American men in the 1990s, Bill Clinton’s behaviour towards women, and Hillary Clinton’s support for the Trans-Pacific Partnership deal, respectively.\(^{37}\)

**Democratic Harms**

**Reduced participation and inclusion**

Voters are more likely to participate at election time when they are contacted by political campaigns,\(^{38}\) which means that ignoring or excluding certain categories of citizens from such campaigns will likely fuel voter disengagement and entrench low voter turnout amongst those groups. In this sense, the candidates’ perceptions of the electorate may become a self-fulfilling prophecy.

Whilst voter suppression may be electorally advantageous to campaigns in the short-term, ultimately, this tactic is dangerous because it encourages voters to express their preferences by switching off from democracy.

Together, these unequal promotions and protections of electoral participation undermine the principle of empowered inclusion necessary for democracies to function and maintain legitimacy.
Consequences of tailored communication

1. Particularistic policy promises
Greater reliance on digital micro-targeting puts political parties and candidates at risk of pursuing policy with particularistic benefits, instead of delivering broader public goods.

Scholars have modelled the behaviour of political actors to show that when candidates are able to target messages to specific groups of voters, the result is greater commitment to projects that benefit small groups, even if the social cost of such projects outweighs the benefits.\(^{39}\) Digital political micro-targeting therefore risks resulting in inefficient policy platforms which do not represent or respond to the needs of the electorate at large.

2. Overemphasis on wedge issues
It is highly likely that greater reliance on digital political micro-targeting will result in the dominance of divisive issues at election time.

An earlier study of traditional ‘offline’ campaigning in the USA has shown political actors are more likely to focus on ‘wedge’ issues (divisive topics such as immigration, crime or sexuality which cause conflict within an otherwise united group) in targeted forms of communication, when compared with messages which are more widely broadcast (such as television advertising).\(^{40}\) Scholars have also constructed models which show that the ability to target messages is likely to result in more extreme positions being taken on wedge issues by political candidates.\(^{41}\)

Democratic Harms

Weaker representation and collective agenda
The overwhelming focus on wedge issues is not only divisive but also raises considerable problems for representation. Voters may be misled towards supporting those candidates who, whilst representative in terms of their position on a wedge issue, nevertheless represent only a sliver of the voter’s beliefs and political preferences. The narrow focus of micro-targeted adverts makes it difficult for voters to judge the extent to which a candidate prioritises an issue relative to other promises in the full version of their manifesto.

Continued emphasis on wedge issues in micro-targeted messages may also overstate the salience of this issue relative to other social problems.

Taken together, these features of digital political micro-targeting make it likely that voters will not make the optimal choice in terms of representation from the candidate options available to them, which will likely fuel voter disillusionment with politics.

In addition, the fragmentation of policy promises through digital micro-targeting makes it more difficult to draw conclusions about collective will and may therefore impede the delivery of a clear governing mandate for candidates.
Recommendations

Strengthen Oversight

Digital political micro-targeting must be made more transparent to enable accountability and maintain public trust. Common industry standards are needed and the balance of regulation must be moved away from tech company self-regulation towards independent monitoring bodies.

Actions can include:

- **Updating UK electoral legislation** to establish specific rules and reporting processes for digital campaigning and spending

- Creating **industry standards for ad libraries**. Records should include full details of the targeting, optimisation and ad placement conditions specified by advertisers, and more granular data on spending, impressions and type of political advertiser

- Regular **audits of ad delivery algorithms** for skews in distribution and possible misalignment with data protection regulation

- **Limiting the number of ads** a political campaign can run per week to help over-stretched regulators keep up with monitoring ad content in real-time

Alter Incentives

The ability to distribute more selective and tailored messages encourages political actors to engage in actions that are legal but nevertheless damaging for democracy in the long-term. Improvements in oversight alone will not be able to prevent this problematic political behaviour.

We recommend focusing on deterrence measures which reduce the appeal and raise the costs of problematic political behaviour.

Actions can include:

- Introducing **hybridity** to digital micro-targeting. For example, introducing broadcasting to micro-targeting by allowing the targeting only of those posts which are published (and permanently archived) on the official social media pages of political parties or candidates.

- Forcing campaigns to issue **notices** or **apologies** to those users who have been exposed to ads that breached regulatory standards

- Raising the maximum **financial penalties** that can be issued by regulators

Empower Citizens

Empowering citizens can make oversight more multidimensional and build critical resilience that reduces the harmful effects of digital micro-targeting in real-time, particularly if problematic political ads manage to escape the regulatory filter.

Actions can include:

- Enabling users to **opt-out** of political advertising online

- Providing users with **easily-accessible** and **non-binary control tools** over the kind of data that can be used to track and target them

- Investing into **digital information literacy** programmes for citizens
Online Misinformation

As digital technology lowers the barriers for entry into political analysis and reporting, and the dissemination of information is made easier, cheaper and faster with social media, concerns emerge over a wide range of information ‘disorders’ which plague the contemporary digital information landscape.

Whilst collectively, these phenomena are often referred to under the umbrella term of ‘online misinformation’, the following sub-types are frequently discussed:

<table>
<thead>
<tr>
<th>Category</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Misinformation</td>
<td>False or inaccurate information spread without the intent to cause harm.</td>
</tr>
<tr>
<td>Disinformation</td>
<td>Information created and disseminated with the intent to deceive or mislead</td>
</tr>
<tr>
<td>Malinformation</td>
<td>The dissemination of true facts obtained through illegal means (such as leaks and hacking) to inflict harm on others and achieve strategic goals.</td>
</tr>
</tbody>
</table>

Our review finds that the distinctions between the above categories are more blurry than they might seem initially. As discussed later in this section, online information exists within a complex eco-system comprising many different actors, outlets for publication and pathways for transmission. As it moves through this system, problematic content may take on different forms - for example, misinformation can be used to spark disinformation operations, whilst disinformation claims can become misinformation when they are picked up by well-meaning but misled actors. Distinctions between the above sub-categories are further complicated by the difficulties of establishing the origins of problematic information and attributing intent, as well as the interchangeable use of these terms in studies.

As a result, in this report, we refer to ‘online misinformation’ broadly, as an umbrella term that covers all three sub-types outlined above.

Beyond ‘fake news’

Whilst the notion of ‘fake news’ has gained traction in public discourse, online misinformation is more complex than this term suggests. Misinformation is becoming more difficult to spot both because of the increasingly high quality of fake content (as with ‘deep fake’ software that can swap and manipulate faces and voices) and because it is not limited to outright falsehoods but can include more sophisticated narratives constructed on the basis of selected, contested and/or misinterpreted claims.

For example, early in the pandemic, one study of misinformation around COVID-19 found that the most prevalent forms of misinformation (representing over 59% of the problematic content and 87% of the social media interactions investigated) were not objectively false claims, but represented existing and largely accurate information which had been twisted and repurposed in ways that made it false or misleading. In addition, misinformation is not always aiming to boost beliefs in false claims - problematic techniques include ‘fact-softening’, which involves doubting facts and the subsequent undermining of beliefs in the veracity of factually accurate information.
Evidence and implications for democracy

Who creates online misinformation?

State actors
Intelligence services and state-sponsored agencies in Russia, Iran and China have been found to engage in extensive digital information operations on social media with the aim of influencing public discourse and politics in other states. State actors have also been found to conduct disinformation operations targeted at domestic politics, as with the South Korean National Intelligence Service during the nation’s 2012 presidential elections.

Media
Media outlets such as the Russian state-sponsored RT and Sputnik are known to publish information that has been twisted into misleading ‘strategic narratives’. Research has also uncovered the publication of inaccurate and misleading information (and the subsequent concealment of this) by the mainstream media in the West, particularly during the early stages of rapidly-developing crises and shock events.

Third-party agents
Media reports show that extensive disinformation operations have originated from teenagers in Macedonia, individuals in Romania, and commercial actors in the USA. US conspiracy theorists have also been identified as the original creators of problematic digital information, even when such information is subsequently picked up by foreign state agents.

Public figures and Influencers
Individuals with large online followings and public figures, including celebrities and political officeholders, can generate large volumes of problematic content through their personal platforms such as blogs and social media accounts.

Citizens
Digital technology has reduced the barriers for entry into content creation and publication, resulting in the democratisation of the modern information landscape. Individual citizens can create false or misleading information through social media posts featuring personal reports, opinions and video/photographic content.

Why?
Misinformation is born from a wide range of motives, including:

- Electoral influence
- Financial gain
- Destabilisation for geo-political gain
- Damaging the credibility of opponents
- Humour
- Genuine error (no ill intent)
How does misinformation grow?

There are many pathways through which problematic content could be spread further, or amplify.

Crucially, misinformation can be spread not only by those who created or believe in it but also by those attempting to stop it. Thus, in seeking to warn others of misleading and potentially harmful content, individuals and organisations may be inadvertently contributing to the amplification of misinformation.

Co-ordinated inauthentic amplification

‘Fake’ actors, such as ‘bots’ and accounts under false identities, can be used to disseminate misinformation and create an impression of widespread support.

For example, research into disinformation operations has uncovered complex disinformation armies. Typically, these take on a hierarchical structure, at the top of which a handful of human social media accounts are seeking to gain momentum in public discourse and integrate into organic communities online. Underpinning these are thousands of ‘fake’ automated social media accounts which typically project false communities and mimic grass-roots support - the latter practice is often referred to as astro-turfing.

Organic amplification

Problematic content does not rely exclusively on fake actors or its creators to spread. Traditional media, as well as influencers and organisations, are known to advance the spread of misinformation online.

FIGURE 6
Challenges for journalism

80% of journalists admitted to being tricked by false information at some point in their career

15% of journalists have taken part in any training on how to combat the effects of false information

FIGURE 5
Examples of inauthentic behaviour on social media

5.8 billion fake accounts shut by Facebook in 2020

150,000 false accounts amplifying a co-ordinated influence campaign run by the People’s Republic of China were shut by Twitter in June 2020

FIGURE 7
The role of influencers in the spread of online misinformation on COVID-19

Public figures are the most influential spreaders of misinformation about COVID-19

69% of total engagement with online misinformation was found to have been generated by posts published by politicians, celebrities and other public figures

In addition, research is beginning to highlight the role of citizens as curators and amplifiers of problematic information. In the digital age, citizens are emerging as gatekeepers of information, who, as social media users, are choosing news not only for their own consumption but for that of others. This means that published information depends on ‘user-generated visibility’ in order to be impactful today.
Online misinformation as an eco-system

The wide range of actors, outlets and interactions involved in online misinformation means that this phenomenon can be better understood as a complex eco-system, characterised by cycles of content creation and amplification, and a metamorphosis of facts and falsehoods within shared narratives.

Within this, there exists no unified point of entry, which makes tracing and stopping misinformation as it spreads immensely challenging. The eco-system makes online misinformation akin to a ‘360 degree’ experience for citizens, which means that a multidimensional approach is required to weaken some of the connections in this system and carve out gaps in the fabric of online misinformation.

Is online misinformation harmful for democracy?

Effects of misinformation

Reinforcement of political beliefs
Research suggests that misinformation carries a stronger affirmative, rather than persuasive, effect. Studies have shown that users are more likely to share misinformation when it aligns with pre-existing political beliefs. More broadly, individuals are thought to be more likely to process political information on the basis of directional motivation - the desire to find support for conclusions which align with one's pre-existing beliefs - which makes citizens less critical of information which is consistent with one's attitudes, and more sceptical of information which runs contrary to one's preconceptions.

Erosion of trust and growth of cynicism
Research suggests that misinformation risks an almost irrevocable erosion of public trust in political institutions and actors. For example, a recent study has found that online rumours in China decrease citizens’ trust in government, which can be hard to recover for political actors since it requires the provision of irrefutable and vivid evidence that is often hard to obtain.

In addition, growing misinformation and contestation of facts can foster the belief that factual claims, including those made by experts, are always subject to politically-motivated interpretation - leading to widespread cynicism as a default in political communication.
Apathy, resignation and withdrawal
Widespread misinformation - or the perception of such, as a result of cynicism - increases the cognitive demands for citizens, which can feel overwhelming and breed paralysing uncertainty. A recent survey found that many US citizens are reducing their overall intake of news in response to concerns over the preponderance of ‘fake news’, with less politically aware individuals doing so at particularly high rates (50%).

Polarization
Deceptive inauthentic behaviour online can fuel polarization, reducing understanding and respect between groups. As suggested by a recent study of information operations relating to the #BlackLivesMatter discourse, fake social media accounts can impersonate individuals from specific backgrounds and members of specific social groups, engage in divisive rhetoric and spread of misinformation, and subsequently both pull like-minded individuals closer whilst pushing opposing sides further apart.

The affirmative effects of misinformation can also fuel gaps in political assessments and attitudes. A recent US study, for example, found that misinformation reduces political trust amongst opponents of the party in government, whilst increasing trust amongst government supporters, which suggests that the affirmative effects of misinformation could widen the rift between voters with opposing political views.

Democratic harms
These effects of misinformation carry the following implications for democracy:

- Entrenchment of harmful political attitudes that are not supported by evidence
- Loss of faith in political actors and institutions, which undermines democratic legitimacy
- Reduced impact of government guidance, which is likely to be distrusted
- Reduced levels of political participation
- Difficulty with the formation and acceptance of collective will and agenda due to increased polarisation

In addition, the facilitation of these effects via inauthentic behaviour co-ordinated by foreign state and third-party actors means that actors that would normally lack the legal rights to participate in democracies are able to gain entry into the arenas of public discourse and participate in public deliberation through deception, thus undermining the principle of democratic sovereignty.
Can misinformation be corrected?

Whilst fact-checking practices are valuable, they are not enough to protect voters from the influence of misinformation.

On the one hand, corrections have been found to reduce misperceptions and the persuasive power of fake news stories, thus resulting in more accurate beliefs. Yet important caveats remain:

1. Fact-checking organisations have limited reach and resources
   The limited financial and labour resources of fact-checking organisations in the face of a vast ecosystem of misinformation mean that fact-checkers have to prioritise the investigation of some claims over others and are constrained in the dissemination of their findings. As a result, many problematic claims remain untested by fact-checkers and many citizens remain oblivious to factual corrections.

2. Corrections can be rejected by citizens and backfire
   Fact-checking corrections appear to be ineffective in the face of strong pre-existing political attachments and motivations. For example, individuals have been found to be more resistant to factual corrections when they share a political affiliation with those accused of making false statements.

   Studies are also beginning to highlight some possible variation in the effectiveness of fact-checks amongst men and women, as well as across personality characteristics, such as the tolerance towards negativity.

   Moreover, researchers have reported instances of a ‘backfire’ effect, where factual corrections unintentionally reinforced false beliefs amongst the politically-knowledgeable supporters of those targeted by fact-checks.

3. Changes in citizen attitudes and behaviour are not guaranteed even if corrections are accepted
   Studies have shown that even when people acknowledge information as incorrect as a result of fact-checking, their sentiments towards political actors remain largely unchanged. This suggests that even when fact-checking is successful in its immediate goal of correcting misconceptions, the political impact of these corrections is likely to be minimal.

   Moreover, research in psychology suggests that misinformation continues to exert potentially harmful influence on citizen behaviour long after it has been ‘successfully’ corrected. Scholars have long emphasised a phenomenon known as the continued influence effect, which sees individuals retaining the conclusions reached on the basis of inaccurate evidence, even when such evidence is subsequently shown to be false. More recently, one study has shown that misinformation results in political ‘belief echoes’ - effects on political attitudes which linger after misinformation has been effectively corrected.

An imperfect filter

Overall, our review concludes that fact-checking can be thought of as a misinformation filter, which has the potential to neutralise some of the harmful effects of misinformation and facilitate informed political choices. Figure 8 visualises this concept.

Some misinformation manages to escape the filter at each stage of this process, however. Thus, false claims which have been effectively neutralised by fact-checking organisations represent only a small proportion of both the total volume of misinformation and the total claims corrected by the organisations themselves.

Fact-checking is therefore a potentially useful tool in the fight against misinformation, but its effectiveness is far from guaranteed - indeed, in certain cases, this tool can become counterproductive.

As such, we conclude that fact-checking should be seen as a last resort, rather than the first line of defence in the fight against misinformation.
FIGURE 8
Fact-checking as a filter of misinformation

Misinformation

Misinformation corrected by fact-checking organisations

Corrected misinformation is heard/seen by citizens

Corrected misinformation is accepted by citizens

Citizens change attitudes and behaviour in response to updated knowledge claims

Confirmed inaccuracies are not seen as important by citizens, whose political behaviour does not change

Informed Political Behaviour

Persistent Misinformation

Some misinformation remains uncorrected

Some citizens never see/hear corrected misinformation

Some citizens reject corrected misinformation and continue to believe (or even strengthen their belief in) false claims

Misinformation continues to influence subconsciously the attitudes of and the inferences applied by citizens

Misinformed Political Behaviour
Can we ‘inoculate’ against online misinformation?

Drawing on a biological metaphor, the ‘inoculation’ approach holds that, just as vaccinations protect people from a possible viral infection in the future, so can preemptive messages make people more resistant to future attempts at persuasion.84

Inoculation messages consist of two key elements - threat and refutational preemption.85 First, such messages seek to expose a potential threat and warn individuals that they are vulnerable to persuasive attacks, which is thought to motivate the recipients to act defensively. The refutational element of inoculation subsequently seeks to equip individuals with arguments and evidence that can be used against a possible future attack and serves as an opportunity to practise counterarguments.

Potential

Overall, there is considerable evidence to suggest that inoculation is an effective method of building citizen resistance to misinformation. The results of a meta-analysis in 2010 have shown that, in a sample of 41 studies involving over 10,000 participants, individuals who were exposed to inoculation treatments were found to be more immune to information attacks than those who were not inoculated and those who received information that simply tried to bolster existing attitudes prior to an attack.86 Crucially, inoculation exercises have been found to be effective even amongst individuals who have already been exposed to misinformation.87

Of particular interest is the potential for inoculating against arguments that are different from those included in the original refutation element of the inoculation, since this offers greater flexibility in the face of the rapid pace of technological and political developments. Recent studies have begun to indicate the viability of a ‘broad-spectrum vaccine’ against misinformation, which allows for the immunisation of individuals against misinformation relating to a wider range of subjects, by exposing participants to weakened examples of the techniques used by misinformation actors and by allowing participants to actively construct their own counter-arguments (or ‘anti-bodies’).88

The positive results from such studies give some reason for optimism, since they suggest that it is possible to build resistance to misinformation in a relatively short space of time.

Limitations

We find that inoculation messages should not be seen as a shortcut to raising the levels of digital information literacy within the population at large, however.

At present, it is difficult to envisage how inoculations can become mass-scale - in this sense, there exists a big difference between biological vaccinations and informational inoculation.

There are also emerging concerns about the extent to which the effects identified by the inoculation literature are long-lasting and are replicable in real-life, beyond the experimental settings.

Moreover, even if such barriers are overcome, there are concerns about the extent to which inoculations will be able to remain effective treatments against misinformation once such practices become public knowledge. For example, one study has shown that metainoculation (messages which describe how the inoculation processes work and encourage participants to think for themselves) can reduce the effectiveness of subsequent inoculation messages, which makes this tactic vulnerable to exploitation by malign information actors.89
Recommendations

Collaboration and sharing of responsibility to prevent and deter the spread of misinformation

We recommend a multi-dimensional response which should:

- recognise the involvement, interdependence and responsibility of multiple actors in the eco-system of misinformation
- help these actors to make the right choices in the context of an ever-evolving digital information landscape
- prioritise preventative over corrective measures, and
- impose appropriate sanctions for non-compliance or negligence
Actions might include:

**Government**

- Collaboration with tech companies to establish **practical industry standards** for monitoring, reporting, labelling and removing problematic content and its creators.

- Using insights generated by government anti-misinformation task forces to **anticipate** growth in specific misinformation claims and develop ‘inoculation’ programmes in response.

- Providing **mandatory training** on digital information literacy and the responsible publication of content online for all **political office-holders** and their staff.

- **Raising the financial penalties** for misinformation in political ads online in proportion with contemporary levels of campaign spending.

- Developing a comprehensive strategy for assessing and improving the levels of **digital information literacy** among citizens, including its introduction into the national curriculum.

**Tech Companies**

- Collaboration with other tech companies to **share analytics** on known and suspected disinformation operations.

- **Toughening sanctions** for repeat offenders, including lower thresholds (such as a small number of strikes) and a wider range of penalties (such as temporary bans from certain platform features, restriction of ability to post content without review, or restricting the visibility of posts to current followers).

- Attaching **preventative**, rather than corrective warning **labels** to problematic content.

- Collaborating with governments and NGOs to distribute ‘inoculating’ messages during critical periods to users free of charge.

- Encouraging users to **think twice** and **fact-check before** posting or sharing links to political content.

**Media**

- Newsrooms equipping journalists with professional **content verification tools**.

- Offering digital information literacy **training** for journalists in all specialisms, not only to those reporting on disinformation.

- Establishing **guidelines** for reporting on misinformation to minimise inadvertent exposure to false claims and the risk of fact-checks ‘backfiring’.
In Focus: Digital Information Literacy

The recommendations outlined in the previous parts of this report touch on the common theme of digital information literacy (DIL). In the fight against online misinformation, DIL represents a preventative measure that is likely to be key for building mass resilience in the long-term. With respect to digital political micro-targeting, DIL becomes relevant as a way of empowering citizens to oversee political communication targeted at them and recognise its effects.

This common theme is echoed in the recommendations of many researchers and observers, who have emphasised the importance of boosting the digital information literacy provisions within the national school curriculum as one of the key ways of combatting misinformation and political manipulation. For example, the UK Digital, Culture, Media and Sports (DCMS) Committee has argued that digital literacy should be treated as the ‘fourth pillar’ of education, alongside the traditional core components of reading, writing and maths. More recently, similar recommendations for the embedding of ‘critical digital media literacy’ throughout the national curriculum were put forward by the House of Lords Select Committee on Democracy and Digital Technologies.

In this final part of our report, we explore the challenges relating to digital information literacy as a solution to the potential harms generated by digital political micro-targeting and online misinformation.

What is Digital Information Literacy?

There exists no overarching consensus on how to define DIL, or, indeed, whether one should be using the term ‘digital information literacy’ in the first place. Whilst different scholars, organisations and institutions may insist on specific and unique meanings for the terms relating to DIL, in practice, different definitions frequently overlap and the same definitions are not applied consistently.

Having identified key themes within the traditions of ‘media’, ‘information’, ‘critical-thinking’ and ‘digital’ literacy studies, we have consolidated them into a more comprehensive, blended definition of digital information literacy, below.

Definition

We understand digital information literacy as the active use of the functional, technological and critical-thinking skills and knowledge, as well as the attitudes, necessary for locating, understanding, evaluating and creating information effectively and ethically in the ever-changing digital information landscape.

This definition entails five key dimensions of DIL:

1. **Functional digital skills** for the efficient navigation and use of digital technologies

2. **Technical understanding** of the digital information landscape and how information is created, published, stored, found and distributed through digital technologies

3. **Critical and interpretive skills** for the effective appreciation, verification and interrogation of information

4. Effective **simultaneous practical application of the above skills and knowledge**, and willingness to engage in meaningful **behavioural change**

5. **Communal sense-making** which seeks to build shared meaning, and acknowledges the shared responsibility of individuals, organisations and institutions
Characteristics of DIL as a solution

Our multi-layered definition reveals much about DIL as a solution to the challenges posed by digital political micro-targeting and online misinformation.

First, it highlights the cultivation of DIL as a complex, laborious and time-consuming task. For this reason, school education is often seen as the primary gateway for DIL - schools facilitate the early intervention, the delivery and consolidation of knowledge, and the prolonged supervised practice of key skills necessary for instilling effective and long-lasting DIL habits amongst the majority of citizens. As such, improvements in mass-level DIL levels are likely to be generational and slow-paced.

Second, at its core, DIL concerns the enhancement of capabilities relating to the use and creation of information in the digital age. Its focus on making sense of the world around us means that DIL is more closely linked to academic activity in schools than it is to the issues of online safety or personal development.

Third, adopting a more comprehensive definition of DIL also serves to recognise the full scale of demands that citizens face on a daily basis, if they are to operate effectively in the modern digital information landscape.

These characteristics of DIL mean that recommendations for greater investment in DIL must be accompanied by the following caveats:

- DIL should be treated as one part of a broader strategy that shares the burden of oversight between many different types of actors and does not place all responsibility on citizens
- The slow realisation of DIL efforts through education should be accompanied by smaller, short-term interventions that help citizens who are no longer in school education to make better choices within the digital information landscape
- DIL should be seen as separate from, albeit complementary to, online safety and personal development

Effectiveness of DIL in education

Education-based interventions appear to be effective at arming individuals against problematic information. One recent study has found that media literacy improved the ability of students to judge whether a post contained accurate information, even when posts containing misinformation were aligned with their pre-existing political perspectives. Recent evidence also suggests that students can be trained to think critically about, and detect, problematic claims from a very young age - for example, primary school pupils in Uganda were found to be able to make more informed health choices after they were taught 12 simple concepts essential to assessing claims about health treatment.

Finland, which has been recently ranked as Europe's leading country in terms of preparedness to withstand the impact of misinformation, is setting a promising example for building mass-scale resilience to problematic political content in the digital age through the integration of DIL into the national curriculum. Specifically, all levels of the Finnish school curricula were redesigned between 2014-2017 to focus on the development of 'twenty-first century skills', which included the introduction of 'multiliteracy', digital competence and media education as core curricular components covered by all subjects. This skills-based approach is underpinned by the mandatory delivery of at least one multidisciplinary learning module per year to encourage the practice of making complex connections between subjects and skills conducive to DIL.
DIL education in the UK

Current DIL provisions in the UK are facing the following challenges:

1. Absence of an overarching strategic framework for the provision of DIL through primary, secondary and further education

There exists considerable disagreement and confusion over what ‘digital information literacy’ entails, or, indeed, what it should be called: ‘media literacy’, ‘digital literacy’, ‘critical literacy’, ‘information literacy’, or combinations of these terms have all been used to refer to the same set of broad ideas by policy-makers and researchers. Moreover, there exists no specific framework that breaks down and sets a standard for DIL-related skills and knowledge, meaning that no coherent plan has been outlined to assess citizen preparedness to withstand the negative impacts of digital political micro-targeting and online misinformation.

Our review has struggled to identify comprehensive, multi-dimensional indicators of DIL in UK schools. The partial insights that do exist, however, paint a bleak picture (see Figure 9).

2. Opportunities for DIL within the school curriculum do not translate into action

Whilst elements of DIL are present within existing curricular frameworks, they are separated and dispersed across subjects - meaning that students rarely get explicit guidance on and the chance to practise civic online reasoning.

For example, whilst traditional subjects like English, History and Science foster critical thinking and respect for evidence, these skills remain largely offline and rarely explain the value of the internet as a fact-checking tool, as well as specific strategies for differentiating bias from disinformation online. Similarly, the Citizenship curriculum is concerned with knowledge relating to the political system and the press, yet largely ignores the digital information environment and online civic skills. By contrast, Computing subjects boost the students’ functional digital skills, but do not connect these to the evaluation of online information or explain how technological developments (such as search engine and social media algorithms) can facilitate misinformation and manipulation.

In sum, it seems that these three branches of the school curriculum represent important opportunities for the learning and application of digital information literacy skills amongst young people. Yet, at present, instead of mutually supporting and reinforcing key messages and practices that may help young people of today to become the informed citizens of tomorrow, the school curriculum diffuses digital information literacy.
The current curriculum therefore places the burden of connecting subject-specific knowledge and skills, translating them into DIL capabilities and learning to apply these to the digital information landscape entirely on the students.

Figure 10 visualises the above disconnect. To improve provisions for DIL, the national curriculum does not necessarily need to prioritise the introduction of DIL as a separate and new subject - rather, such literacy requires further assembly through the practice of online reasoning in and the fostering of collaboration between existing school subjects.

3. DIL provisions are not underpinned by large-scale systematic support for teachers

Recent findings show that teachers are important gatekeepers in educational innovation, with one study finding that computing teachers are able to reject innovations in digital technology curricula and hinder educational reform in practice, even when this carries a legal mandate and support from industry. As a result, teacher-level factors, including teacher perceptions of the importance of DIL in education and the extent to which they are prepared to incorporate it into their teaching and learning, must be taken into consideration in discussions of DIL education in the UK. Given the multidisciplinary demands of DIL, such considerations should not be limited to computing teachers but instead account for teachers from a wide variety of subject backgrounds.

In the absence of a national DIL framework and standard for assessment, however, we know relatively little about how well teachers are equipped for the delivery of DIL-related skills and knowledge or prepared for educational reform on this front. The partial insights we do possess, however, give cause for concern.

For example, a recent study pointed to surprisingly low levels of DIL among university students and even historians with a PhD, despite their extensive experience as internet users, suggesting that academic excellence and expertise within a subject is not a guarantee of adequate levels of DIL-related skills and knowledge. Teachers should not, therefore, be assumed to possess expertise in DIL by virtue of their high levels of education and subject specialism.

Teacher training is unlikely to have filled such gaps in the DIL levels of teachers, since current teacher-training programmes (such as the PGCE) do not set out specific requirements for or offer training in DIL as a mandatory component of teacher education.

Whilst numerous organisations have created informative DIL-related teaching resources, these cannot act as substitutes for systematic support and training for two reasons. First, the vast majority of such resources and training opportunities focus on the delivery of one-off (or a short series of) sessions focusing on specific issues such as ‘fake news’. As such, they offer little practical pedagogical guidance on how DIL can be embedded into teaching and learning in the long-term and do not help teachers to build the long-lasting multidisciplinary linkages within the curriculum necessary for the effective consolidation of DIL-related skills and knowledge over time. Second, the use of such resources and training opportunities by teachers depends largely on self-referral and therefore depends on teachers’ pre-existing recognition of the importance of DIL in education or awareness of the gaps in one’s own DIL-related competencies. Thus, there is no guarantee that the majority of teachers will actively seek out and translate these opportunities into teaching practice.

In the absence of coherent DIL standards and mandatory training for teachers, the capacity and willingness of individual teachers to foster among their students the full set of skills, knowledge and attitudes encompassed by DIL is likely to be inconsistent at best - or very low at worst. Without the introduction of large-scale systematic DIL-related incentives and support for teachers, unequal provisions of DIL within and between schools emerge as the best case scenario for schools in the UK.
FIGURE 10
The disconnect in DIL skills in the school curriculum

Active DIL habits:

- Understanding why DIL is important
- Application of skills and knowledge in the digital information landscape
- Multidisciplinary practice

Critical-Thinking Skills & Interrogation of Evidence

- Subjects supporting DIL component: Maths, Science, History

Functional Digital Skills & Technical Understanding

- Subjects supporting DIL component: Computing

Communal Sense-Making & Media Understanding

- Subjects supporting DIL component: Citizenship, Politics, Media Studies
**Recommendations**

**Recognise the strategic importance of DIL**

- Scholars, practitioners and regulators must collaborate to create a standard practical definition of DIL. Such a framework would need to recognise the complex applied interaction of digital, information, media, political, and critical literacy skills that the modern digital information landscape demands from citizens today.

- Create a national evidence base around the agreed definition of DIL

**Make DIL a core, cross-subject component in schools**

- DIL should not be confined to a single subject and instead should be treated as a continuous element of learning that is reinforced and practised by all subjects

- Exam boards should identify clear opportunities and requirements for the delivery and practice of DIL within the syllabuses of most core subjects

- DIL should form a key component of school research projects, including the EPQ

- The national curriculum must incentivise and set out the opportunities for greater cross-subject collaboration

**Ensure holistic support for DIL education**

- Teachers must be provided with DIL-related CPD opportunities, and DIL must form part of mandatory training at the point of ‘entry’ into teaching for all subjects - for example, as part of PGCE programmes.

- Curricular innovation relating to DIL must engage all stakeholders, including teachers, and strive for consensus, dialogue and knowledge exchange
Conclusion

Digital technology is making the world better connected - it has never been cheaper, quicker or easier to locate, create and share information on a mass scale. As a result, the digital age is seeing the overwhelming majority people conduct key aspects of their lives online and for longer periods of time. This increased connectivity and digital presence, however, mean that access to the very core of power in democracies - the citizens - is widening and, if left unchecked, risks exposing democracy to multiple intended and unintended harms.

The multidisciplinary review conducted by the Democracy@Risk Project sought to offer more clarity with respect to two areas of such harm - digital political micro-targeting and online misinformation. As summarised in this report, the extant research and scholarship suggest that these forms of activity generate considerable risks for democracy - consequences that are often, albeit not always, unforeseen by those involved.

Our review found that the biggest sources of risks extend beyond the persuasive power of the information that enters citizen consciousness through digital micro-targeting or the eco-system of online misinformation. Elections have been characterised by imperfect information and cognitive biases have clouded the political judgements of citizens long before the digital era, and the digital age has not generated the technology that can pierce through these challenges and mould voter opinions with certainty.

Other processes and principles fundamental to the effective functioning of democracy, however, are more at risk. The first of these is empowered inclusion, which requires for all citizens to have equal rights to participate in democratic discourse and decision-making, as well as equal protections of those rights. Digital political micro-targeting, for example, hinders the ability of our democratic political system to bring everyone to the table both unintentionally, by enabling political redlining, and intentionally, by facilitating voter suppression efforts. Online misinformation can push citizens further away by generating disempowering uncertainty that encourages resignation and avoidance of politics.

Second, collective agenda and will formation processes are at risk. Greater reliance on digital micro-targeting is likely to result in more fragmented policy promises and emphasis on wedge issues, which divide the electorate and make it difficult to establish political priorities. Online misinformation allows foreign actors entry into public deliberation and facilitates polarization that makes it harder for citizens to empathise with others, and therefore understand and accept the reasons that justify collective judgements.

Third, both phenomena are corrosive to public trust in political institutions and office-holders, which can, in the long-term, undermine democratic legitimacy.

Narrowing gaps in oversight remains a priority for policy-makers, however, this would not eliminate risk for democracy - digital political micro-targeting generates legal incentives for problematic political behaviour, whilst the effects of misinformation that escapes oversight cannot be easily corrected.

Solutions must therefore reflect the complex nature of these two challenges - the cumulative capabilities of digital micro-targeting and the eco-system of online misinformation can be tamed only through a collaborative, preventative and multi-actor approach in which everyone plays their part in reducing democratic vulnerabilities.

Improving DIL requires a national framework for assessment and the maintenance of an evidence base. Instead of being seen as a challenge, DIL should be seen as an opportunity to create a common core theme that strengthens the linkages between skills and subject knowledge, allows for the application of such knowledge in the modern world, and helps to critically empower the voters of tomorrow.
Next Steps: A Note for Researchers

During a special launch event in September 2021, we received valuable feedback and further comments on the themes covered in this report from three leading experts in the fields of political micro-targeting, online misinformation and digital information literacy.

This final section seeks to share with the wider research community the key insights we took away from this event, in the hope that this might help to identify some further priorities for policy-oriented research that build on the work conducted by the Democracy@Risk project thus far.

Recommendations:

1. Assessments of potential harms to democracy should apply democratic theory to identify a workable, unifying vision of democracy as a political system. Future research should help policy-makers to relate specific forms of democratic harm (such as ‘reduced participation’) to this broader concept of democracy and, where appropriate, help weigh these harms against any potential democratic gains generated by the same technologies and processes, in a way that is sensitive to cross-country differences in democratic values and priorities.

2. Future assessments of online harms and how these might be tackled should adopt ‘positive’, as well as ‘negative’, perspectives. Specifically, future work should investigate what constitutes ‘best practice’ as a way of modelling how digital technology can operate within the parameters of democracy or even aid it. One example of this is the potential for digital political micro-targeting to boost inclusion and participation if used to connect in a transparent manner with voters who would otherwise be difficult to reach.

3. As governments, regulators and tech companies are beginning to tackle online harms, it is important to investigate the separate set of threats generated by the very practices and policy responses that emerge initially as a means of resolving the problem. For example, increased policing and removal of ‘harmful’ content from online platforms, as well as the broadening of what is meant by the term ‘harmful’ itself, elicit considerable problems for free speech and equity. Research should focus on assessing the potentially threatening consequences of these solutions, which pose further questions regarding who should be making decisions about what is sufficiently harmful, who should have the right to remove content, and who watches those arbiters.

4. Future research should explore the variation in democratic and online vulnerabilities across different country and cultural contexts. Whilst some countries and communities might be more vulnerable than others overall, it is important to note that different countries and communities can be resilient and vulnerable to different aspects of the same problem.
Appendix A: Method

This report highlights the key policy-oriented conclusions of a narrative literature review conducted by our team. Our aim was to review and synthesise the extant research to generate a more holistic understanding of three areas of potential risk for democracy - digital political micro-targeting, online misinformation and digital information literacy.

For each of the three concepts under investigation, the review was guided by the following questions:

1. **Building definition**: what does this practice/phenomenon entail and how does it function?

2. **Understanding risk**: does this practice/phenomenon pose a challenge for democracy and, if so, what is the nature of this challenge?

3. **Towards solutions**: what do the answers to the above questions mean for how these challenges should be tackled?

The initial literature search strategy comprised multiple search methods, including electronic database searches (JSTOR, Sage Journals, Science Direct, Scopus, Taylor & Francis Online, University of Manchester Library, Web of Science, Wiley Online Library), hand searches of peer-reviewed journals (Journal of Democracy; Internet Policy Review) and ancestry searches. From this search, we selected English-language peer-reviewed studies (theoretical or empirical research deploying quantitative, qualitative or mixed-method research designs) and ‘grey’ literature, published between 2005 and 2021.

The initial findings of the review were presented at three academic workshops, each dedicated to one of the three challenge areas under review. The discussions at these events provided valuable feedback and generated additional literature for the review on the basis of the recommendations made by workshop participants.

Finally, at a special launch event in September 2021, we received further comments on the report from three experts, each working on one of the three challenge areas under review, which were used to refine the report contents further and informed the final section of the report discussing the possible next steps for research.
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